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Abstract. Compressed ultrafast photography (CUP) is a burgeoning single-shot computational imaging
technique that provides an imaging speed as high as 10 trillion frames per second and a sequence depth
of up to a few hundred frames. This technique synergizes compressed sensing and the streak camera
technique to capture nonrepeatable ultrafast transient events with a single shot. With recent unprecedented
technical developments and extensions of this methodology, it has been widely used in ultrafast optical
imaging and metrology, ultrafast electron diffraction and microscopy, and information security protection.
We review the basic principles of CUP, its recent advances in data acquisition and image reconstruction,
its fusions with other modalities, and its unique applications in multiple research fields.
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1 Introduction
Researchers and photographers have long sought to unravel
transient events on an ultrashort time scale using ultrafast im-
aging. From the early observations of a galloping horse1 to
capturing the electronic motions in nonequilibrium materials,2

this research area has continuously developed for over 140
years. Currently, with the aid of subfemtosecond (fs, 10−15 s)
lasers3,4 and highly coherent electron sources,5,6 it is possible
to simultaneously achieve attosecond (as, 10−18 s) temporal
resolution and subnanometer (nm, 10−9 m) spatial resolution.7,8

Ultrafast imaging holds great promise for advancing science
and technology, and it has already been widely used in both sci-
entific research and industrial applications.

Ultrafast imaging approaches can be classified into strobo-
scopic and single-shot categories. For transient events that

are highly repeatable, reliable pump-probe schemes are used
to explore the underlying mechanisms. Unfortunately, this strat-
egy becomes ineffective in circumstances with unstable and
even irreversible dynamics, such as optical rogue waves,9 irre-
versible structural dynamics in chemical reactions,10,11 and
shock waves in inertial confinement fusion.12 To overcome this
technical limitation, a variety of single-shot ultrafast imaging
techniques with the ability to visualize the evolution of two-
dimensional (2-D) spatial information have been proposed.13

Based on their methods of image formation, these imaging tech-
niques can be further divided into two categories. One is the
direct imaging without the aid of computational processing,
such as ultrafast framing/sampling cameras,14 femtosecond
time-resolved optical polarimetry,15 and sequentially timed all-
optical mapping photography (STAMP).16 The other category is
reconstruction imaging, in which dynamic scenes are extracted
or recovered from the detected results by specific computational
imaging algorithms, including holography,17 tomography,18 and
compressed sensing (CS)-based photography.19,20 As summa-
rized in Ref. 13, although direct imaging methods are still
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important and reliable for capturing transient events in real time,
an increasing number of reconstruction imaging approaches
have achieved substantial progress in various specifications,
such as imaging speed, number of pixels per frame, and se-
quence depth (i.e., frames per shot).

Among the various reconstruction imaging modalities, com-
pressed ultrafast photography (CUP) advantageously combines
the super-high compression ratio of sparse data achieved by ap-
plying CS and the ultrashort temporal resolution of streak cam-
era techniques. CUP has achieved a world record imaging speed
of 10 trillion frames per second (Tfps), as well as a sequence
depth of hundreds of frames simultaneously with only one
shot.19 Moreover, a series of ultrafast diffractive and microscopic
imaging schemes with electron and x-ray sources have been
proposed to extend the modality from optics to other domains.
In recent years, CUP has emerged as a promising candidate for
driving next-generation single-shot ultrafast imaging.

Covering recent research outcomes in CUP and its related
applications since its first appearance in 2014,19 this review
introduces and discusses state-of-the-art imaging techniques,
including their principles and applications. The subsequent
sections are arranged as follows. In Sec. 2, we describe the
working principle of CUP and discuss mathematical models
of the data acquisition and the image reconstruction processes.
In Secs. 3 and 4, we review technical improvements and exten-
sions of this technique so far, respectively. The technical im-
provements are explained with regard to the data acquisition
and the image reconstruction, whereas the technical extensions
of CUP combine a variety of techniques. In Sec. 5, related ap-
plications of CUP are described and discussed, not only for op-
tical measurements but also for information security protection.
Finally, we conclude this review in Sec. 6 and speculate on
future research directions.

2 Working Principle of CUP
A CUP experiment can be completed in two steps: data acquis-
ition and image reconstruction. A simple experimental diagram
for data acquisition is shown in Fig. 1.19 A dynamic scene is first
imaged on a digital micromirror device (DMD) by a camera lens
and a 4f imaging system consisting of a tube lens and a micro-
scope objective, and then it is encoded in the spatial domain by
the DMD. Subsequently, the encoded dynamic scene reflected
from the DMD is collected by the same 4f imaging system.
Finally, it is deflected and measured by a streak camera.

A DMD consists of hundreds of thousands of micromirrors;
each of which can be individually rotated with �12 deg that
represents an on or off state.21 When a pseudorandom binary
code is loaded onto a DMD, these micromirrors can be turned
on or off accordingly, thus a dynamic scene projected on the
DMD can be spatially encoded. In CUP acquisition, the en-
trance slit of the streak camera is fully opened (∼5 mm), and
a scanning control module in the streak camera provides a
sweeping voltage that linearly deflects the photoelectrons in-
duced by the dynamic scene according to their arrival times.
The temporally sheared image operated by the streak camera
is captured by a CCD in a single exposure. In the CUP experi-
ment, the pseudorandom binary code generated by the DMD is
fixed. Consequently, data acquisition is divided into three steps,
which can be described by a forward model. As shown in
Fig. 2(a), this procedure can be mathematically described as
follows: the three-dimensional (3-D) dynamic scene Iðx; y; tÞ is
first imaged onto an intermediate plane, on which the intensity

distribution of the intermediate image is identical to that of the
original scene under the assumption of ideal optical imaging
with unit magnification. The intermediate image is successively
processed by a mask containing pseudorandomly distributed,
squared, and binary-valued elements at the intermediate image
plane. The image intensity distribution after this operation is
formulated as

Icðx; y; tÞ ¼
X
i;j

Iðx; y; tÞCi;jrect

�
x
d
−
�
iþ 1

2

�
;
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d
−
�
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2

��
:

(1)

Here, Ci;j is an element of the matrix representing the coded
mask, i, j are the matrix element indices, and d is the mask pixel
size that is equivalent to a binned DMD or CCD pixel. For both
dimensions, the rectangular function (rect) is defined as

rectðxÞ ¼
�
1; if jxj ≤ 1

2

0; else
:

Then, the encoded dynamic scene is sheared by the streak cam-
era in the time domain by applying a voltage ramp along the
vertical y0 axis and can be expressed as

Isðx; y; tÞ ¼ Icðx; y − vt; tÞ; (2)

where v is the shearing velocity of the streak camera. Finally, the
scene is spatially and temporally integrated over each camera
pixel and the exposure time, respectively, and forms a 2-D

Fig. 1 CUP system configuration. CCD, charge-coupled device;
DMD, digital micromirror device; V , sweeping voltage; t , time;
x and y , spatial coordinates of the dynamic scene; x 0 and y 0,
spatial coordinates of the streak camera. Since each micromirror
(72 mm × 72 mm) of the DMD is much larger than the light wave-
length, the diffraction angle is small (∼4 deg). With a collecting
objective of numerical aperture NA ¼ 0.16, the throughput loss
caused by the DMD’s diffraction is negligible. Equipment details:
camera lens, Fujinon CF75HA-1; DMD, Texas Instruments
DLP LightCrafter; microscope objective, Olympus UPLSAPO 4X;
tube lens, Thorlabs AC254-150-A; streak camera, Hamamatsu
C7700; CCD, Hamamatsu ORCA-R2. Figure reprinted from
Ref. 19.
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image on the detector. Thus, the optical energy Eðx0; y0Þ of the
integrated 2-D image is

Eðx0; y0Þ ¼
Z

dt
Z

dx
Z

dyIsðx; y; tÞrect
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: (3)

Accordingly, voxelization of Iðx; y; tÞ into Ii;j;τ can be expressed
as

Iðx; y; tÞ
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where Δt ¼ d∕v. Given the prerequisite of perfect registration
of the mask elements and the camera pixels, a voxelized expres-
sion of Eðx0; y0Þ can be yielded by combining Eqs. (1)–(4) as
follows:

Eðx0; y0Þ ¼ d3

v

Xy0−1
τ¼0

Cx0;y0−τIx0;y0−τ;τ; (5)

where Cx0;y0−τIx0;y0−τ;τ indicates a coded, sheared scene. In gen-
eral, a spatial encoding operator C, a temporal shearing operator
S, and a spatiotemporal integration operator T are introduced
and form a 2-D image Eðx0; y0Þ, which is expressed as

Eðx0; y0Þ ¼ TSCIðx; y; tÞ ¼ OIðx; y; tÞ: (6)

Here, for simplicity, a notation is introduced O ¼ TSC.
It is noteworthy that, given a coded mask with dimensions of

Nx × Ny, the input scene Iðx; y; tÞ can be voxelized into a matrix
form with dimensions Nx × Ny × Nt under the assumption of
ideal optical imaging with unit magnification, where Nx, Ny,
and Nt are the numbers of voxels along x, y, and t, respectively.
Therefore, the measured Eðx0; y0Þ has dimensions Nx×
ðNy þ Nt − 1Þ, and the spatial resolution of CUP is mainly
determined by Nx and Ny or the mask pixel size, d, while
the temporal resolution is restricted by Nt, which is related
to the shearing velocity of streak camera, v.

Given the prior knowledge of the forward model, the image
reconstruction tries to estimate the unknown dynamic scene
Iðx; y; tÞ from the captured 2-D image Eðx0; y0Þ by solving
the linear inverse problem of Eq. (6). The number of elements

in the 3-D dynamic scene Iðx; y; tÞ is approximately two orders
of magnitude larger than that in the 2-D image Eðx0; y0Þ.19
Therefore, the inverse problem of Eq. (6) is underdetermined,
which suffers from great uncertainty to reconstruct the real re-
sult of Iðx; y; tÞ from Eðx0; y0Þ by a traditional approach based on
the parameters T, S, and C. CUP introduces CS theory to solve
this problem.22,23 Here, CS makes full use of the sparsity of
Iðx; y; tÞ in a certain domain to recover the original scene.
Sparsity in a certain domain means that most elements are zeros,
whereas only a few elements are nonzeros. Consider the case
where Iðx; y; tÞ has n elements in the original domain and s non-
zero elements in the sparse domain, whereas Eðx0; y0Þ has m
elements, where n ≫ s and n > m > s. The fact that m is larger
than s makes it possible to solve the inverse problem of Eq. (6).
To practically solve this problem, CUP finds the best Iðx; y; tÞ
using a CS algorithm in a certain sparse domain under the con-
dition of Eq. (6), which is shown as

min
I

Φ½Iðx; y; tÞ� subject to Eðx0; y0Þ ¼ OIðx; y; tÞ; (7)

where Φ½Iðx; y; tÞ� is the expression of Iðx; y; tÞ in a sparse do-
main. Usually, the domain can be in various forms to achieve
a sparsity as high as possible, including the space, the time,
or both. Based on the theory of stable signal recovery from
incomplete and inaccurate measurements,23–25 the original
Iðx; y; tÞ can be completely recovered when

m > f · s · μ2; (8)

where f is a constant that is correlated with the number of el-
ements n, and μ is the mutual coherence between the sparse ba-
sis of Iðx; y; tÞ and the measurement matrix that is dependent on
the operators C, S, and T. To recover Iðx; y; tÞ, CUP first sets its
initial guess as a point in an n-dimensional space, denoted as I0.
Starting from the initial point I0, the CS algorithm can search for
the destination point IL, and this optimization process can be
described as follows: the intermediate point Ii is updated in each
iteration until Ii reaches the proximity of IL, as shown in
Fig. 2(b). In addition, the search paths should obey Eq. (7),
but they will be different in different CS algorithms. For these
search paths, there exist at least five major classes of computa-
tional techniques: greedy pursuit, convex relaxation, Bayesian
framework, nonconvex optimization, and brute force. The de-
tails can be found in Ref. 26. For different CS algorithms,
the final IL points are different, which indicates that an optimal
CS algorithm exists. The difference between IL and the original
I can be utilized as the standard for judging the algorithm’s
quality. Last but not least, noise always exists in experimental

Fig. 2 Data flow of CUP in (a) data acquisition and (b) image reconstruction.
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data. Moreover, Eq. (8) is often unsatisfied due to the large
compression ratio caused by transforming the 3-D data cube
Iðx; y; tÞ into the 2-D data Eðx0; y0Þ, as shown in Fig. 2(a).
Therefore, Eq. (7) can be further written as

min
I

Φ½Iðx; y; tÞ� subject to kEðx0; y0Þ −OIðx; y; tÞk2 < δ;

(9)

where k:k2 denotes the l2 norm and δ is the value of the error.
Based on the data acquisition and image reconstruction

procedures with a single-shot operation, the CUP system with
the configuration shown in Fig. 1 can achieve an imaging
speed as high as 100 billion fps and a sequence depth of 350.
For each frame, the spatial resolution is ∼0.4 line pairs per mm
in a 50-mm × 50-mm field of view (FOV). CUP has itself
empowered outstanding performance as a single-shot ultrafast
imaging technique, but many technical improvements have
emerged.

3 Technical Improvements in CUP
In this section, we review recent technical improvements in the
CUP technique from two aspects of CUP’s experimental oper-
ation. In Sec. 3.1, we discuss a few strategies for data acquisition
inspired by Eq. (8), as well as the fastest CUP system with
a streak camera, which has femtosecond temporal resolutions.

In Sec. 3.2, we review improvements in image reconstruction
algorithms.

3.1 Improvements in Data Acquisition

Equation (8) holds the key to improving data acquisition. For
a given dynamic scene Iðx; y; tÞ, the coefficient of nonzero
elements in the original domain, f, and the number of nonzero
elements in the sparse domain, s, are constants. Fortunately,
improvements can be realized by reducing the mutual coher-
ence, μ, or increasing the measured number of elements, m.
Based on this principle, a few novel approaches have been
proposed.

3.1.1 Reducing the mutual coherence

The parameter μ represents the mutual coherence between the
sparse basis of Iðx; y; tÞ and the measurement matrix. The mea-
surement matrix mainly depends on the encoding operator C
(i.e., the random codes on the DMD), which indicates that
CUP performance can be improved by optimizing the random
codes. Yang et al. adopted a genetic algorithm (GA) to optimize
the codes.27 The GA is designed to self-adaptively find the op-
timal codes in the search space and eventually obtain the global
solution. Utilizing the optimized codes, CUP needs three steps
to recover a dynamic scene, as shown in Fig. 3(a). First, a dy-
namic scene is set as the optimization target. This scene can be
different from the real dynamic scene but must maintain the
same sparse basis. This optimization target scene consists of

Fig. 3 (a) Flow chart for optimizing the encoding mask in a CUP system based on GA. (b), (c) The
experimental results for a spatially modulated picosecond laser pulse evolution obtained by
(b) optimal codes and (c) random codes. TwIST: two-step iterative shrinkage/thresholding.28

Figures reprinted from Ref. 29.
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the images reconstructed by CUP using the random codes.
Second, the GA is utilized to optimize the codes according
to the optimization target, which represents the reconstructed
images in step I. These reconstructed images constitute a simu-
lated scene, which is then recovered by computer simulation
with many sets of random codes. Each set of random codes is
regarded as an individual, and these individuals constitute
a group. Here, the GA simulates biological evolution to find
the optimal codes. The details can be found in Ref. 27. Finally,
using the optimal codes obtained in step II, CUP records the
dynamic scene for a second time.

Figures 3(b) and 3(c) show reconstructed results using the
optimal codes and random codes, respectively. Here, the dy-
namic scene is a time- and space-evolving laser pulse with a
pulse width of 3 ns and a central wavelength of 532 nm, and
the laser spot is divided into two components in space by a thin
wire. The result obtained by the optimal codes has less noise and
is more distinct in the spatial profile than that obtained by the
random codes. However, a total of three steps have been per-
formed for one optimization, so this method demands that
the dynamic scene be repeatable twice. For some nonrepeatable
scenes, a similar dynamic scene should be found in advance, and
it should have the same sparse basis as the real dynamic scene.30–32

One point to note is that the decrease in μ realized by optimizing
the codes using the GA is somewhat limited, because it can only
optimize operator C; it is invalid to other operators that consti-
tute the measurement matrix.

3.1.2 Increasing the number of elements, m

As shown in Eq. (8), the parameter m represents the number of
elements in Eðx0; y0Þ. For a given dynamic scene,m is a constant
if the scene is encoded by a single set of random codes, as is
shown in Fig. 2(a). To increase m, more sets of random codes
can be utilized to simultaneously encode the dynamic scene: this
method is called multiencoding CUP.29 In this method, as shown
in Fig. 4, an ultrafast dynamic scene is divided into several rep-
licas, and each replica is encoded by an independent encoding
mask. Finally, these replicas are individually imaged after tem-
poral shearing. Thus, Eq. (5) can be further formulated in matrix
form as

2
66664

E1ðx0; y0Þ
E2ðx0; y0Þ

..

.

Ekðx0; y0Þ

3
77775 ¼

2
66664

TSC1

TSC2

..

.

TSCk

3
77775Iðx; y; tÞ; (10)

where k is the number of encoding masks, Ekðx0; y0Þ is the k’th
measured 2-D image, and Ck, S, and T denote the k’th spatial
encoding operator, the temporal shearing operator, and the spa-
tiotemporal integration operator, respectively. In this condition,
m is increased k times, whereas the mutual coherence, μ, is de-
creased to a limited extent by optimizing the codes. Compared
with schemes for decreasing μ, increasing m is a more effective
method.

Coincidently, the lossless encoding CUP (LLE-CUP) pro-
posed by Liang et al.33 can also be regarded as a method to in-
creasem. There are three views in LLE-CUP: the dynamic scene
in two of the views is encoded by complementary codes and is
then sheared and integrated by the streak camera, and the results
are called the sheared views. The dynamic scene in the third
view is just integrated by an external CCD, and the result is
called the unsheared view. Mathematically, only the sheared
views have an effect on extracting the 3-D datacube from the
compressed 2-D image, whereas the unsheared view is used
to restrict the space and intensity of the reconstructed image.
In this method, the sheared views provide different codes for
each acquisition channel, and each image is reconstructed by
its own codes. Nevertheless, the unsheared view still improves
the image reconstruction quality in some situations, and it is
adopted in a few approaches.34,35

It is worth mentioning that both schemes can effectively
improve CUP’s performance by increasing the sampling rate.
Moreover, as demonstrated in Ref. 29, a multiencoding strategy
can break through the original temporal resolution limitation of
the temporal deflector (e.g., the streak camera), which was for-
merly considered a restriction on the frame rate of a CUP sys-
tem. The reconstructed image quality is significantly improved
by increasing m, but the spatial resolution may decrease when
the CCD is divided into several subareas to image the dynamic

Fig. 4 A schematic diagram of data acquisition in multiencoding CUP. Here, t and t 0 are time;
Ck is the spatial encoding operator; S is the temporal shearing operator; T is the spatiotemporal
integration operator. Figure reprinted from Ref. 29.
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scenes in these channels. However, if the channels are arranged
sophisticatedly or the FOV can be sacrificed, the spatial reso-
lution can reach a balanced value. Moreover, the synchroniza-
tion between different channels is very crucial for realizing the
achievable temporal resolution.

3.1.3 Fastest CUP system

One of the most important characteristics of a CUP system is its
ultrafast imaging speed, which is definitively determined by the
temporal deflector. Based on a prototype of CUP, Liang et al.
recently established a trillion-frame-per-second compressed
ultrafast photography (T-CUP) system and realized real-time,
ultrafast, passive imaging of temporal focusing with 100-fs
frame intervals in a single camera exposure.34 A diagram of the
T-CUP system is shown in Fig. 5. Similar to the first-generation
CUP system (Fig. 1), it performs data acquisition and image
reconstruction, but an external CCD is installed on the other side
of the beam splitter. A 3-D spatiotemporal scene is first imaged
by the beam splitter to form two replicas. The first replica is
directly recorded by the external CCD by temporally integrating
it over the entire exposure time. In addition, the other replica is
spatially encoded by a DMD, and then sent to a femtosecond
streak camera with the highest temporal resolution of 200 fs,
where the entrance slit is fully opened, and the scene is sheared
along one spatial axis and recorded by a detector. With the aid of
reconstruction algorithms to solve the minimization problem,

one can obtain a time-lapse video of the dynamic scene with
a frame rate as high as 10 Tfps. In a CUP system, the imaging
speed mainly depends on the temporal resolution of the streak
camera. Therefore, by varying the temporal shearing velocity of
the streak camera, the frame rate can be widely varied from
0.5 to 10 Tfps, with corresponding T-CUP temporal resolutions
from 6.34 to 0.58 ps.

Foremost, it is noteworthy that all reconstructed scenes using
the T-CUP system are accurate to 100 fs in frame interval, with a
sequence depth (i.e., number of frames per exposure) of more
than 300. To the best of our knowledge, this is the world’s best
combination of imaging speed and sequence depth. On the other
hand, it should be noted that a streak camera needs photon-to-
electron and electron-to-photon conversion for 2-D imaging,
and this limitation confines the pixel count of each reconstructed
image to tens of thousands.

3.2 Improvements in Image Reconstruction

Because CS theory is key to CUP, efforts to improve the
reconstruction algorithms for performance improvement have
been important. One example is optimizing the search path
to seek a better CS algorithm, which has resulted in the proposed
use of the augmented Lagrangian (AL) algorithm.36 In addition,
an alternative scheme is confining the search path within

Fig. 5 Schematic diagram of the T-CUP system. Inset (black dashed box): detailed illustration of
the streak tube. MCP, microchannel plate. Figure reprinted from Ref. 34.
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a certain scope, which is called the space- and intensity-
constrained (SIC) reconstruction method.37

3.2.1 AL-based reconstruction algorithm

Heretofore, all CS algorithms for CUP were based on total
variation (TV) minimization, which is a convex relaxation tech-
nique. TV minimization can make the recovered image quality
sharp by preserving boundaries more accurately,38,39 which is
essential to characterize the reconstructed images. The original
tool for image reconstruction in CUP was a two-step iterative
shrinkage/thresholding (TwIST) algorithm.28 The TwIST algo-
rithm is a quadratic penalty function method and can transform
Eq. (9) into

min
I

�
Φ½Iðx; y; tÞ�TV þ β

2
kEðx0; y0Þ −OIðx; y; tÞk22

�
; (11)

where Φ½Iðx; y; tÞ�TV is the TV regularizer and β is the penalty
parameter, with β > 0. Alternatively, Eq. (9) can also be written
in Lagrangian function form and given as

min
I
fΦ½Iðx; y; tÞ�TV − λ½Eðx0; y0Þ −OIðx; y; tÞ�g; (12)

where λ is the Lagrange multiplier vector and Eðx0; y0Þ−
OIðx; y; tÞ is written as a vector. When calculating the deriva-
tives of Iðx; y; tÞ in Eqs. (11) and (12), this relationship can be
expressed as

Eðx0; y0Þ −OIðx; y; tÞ ¼ − 1

β
λ: (13)

Here, the value of Eðx0; y0Þ −OIðx; y; tÞ is used to illustrate the
feasibility of the image reconstruction, and a smaller value
corresponds to greater feasibility. It is easy to see from Eq. (13)
that increasing β can improve the feasibility but will cause

ill conditions for the quadratic penalty function.40 To avoid
this problem, an AL function method has been proposed,39 pre-
sented as

min
I

�
Φ½Iðx; y; tÞ� − γ½Eðx0; y0Þ −OIðx; y; tÞ�

þ β

2
kEðx0; y0Þ −OIðx; y; tÞk22

�
; (14)

where γ is a variable Lagrange multiplier vector. By following
the transformation from Eqs. (11)–(13), it is easy to obtain

Eðx0; y0Þ −OIðx; y; tÞ ¼ − 1

β
ðλ − γÞ: (15)

Compared with Eq. (13), the value of Eðx0; y0Þ −OIðx; y; tÞ in
Eq. (15) depends on both β and γ. By optimizing γ through iter-
ation, it is easy to find the minimum. Therefore, compared to the
TwIST algorithm, the AL algorithm can provide higher image
reconstruction quality.

To further validate the improvement in the image reconstruc-
tion quality, a superluminal propagation of noninformation was
recorded in Ref. 36. As shown in Fig. 6(a), a femtosecond laser
pulse obliquely illuminates a transverse stripe pattern at an angle
of ∼38 deg with respect to the surface normal, and a CUP cam-
era is vertically positioned for recording. Figures 6(b) and 6(c)
show the experimental results reconstructed by the AL algo-
rithm and the TwISTalgorithm, respectively. Clearly, the images
reconstructed by the TwIST algorithm have more artifacts,
whereas those reconstructed by the AL algorithm are more
faithful to the true situation. The AL algorithm opens up new
approaches to solving this inverse problem, such as gradient
projection for sparse reconstruction.41 In the near future, more
studies will surely be carried out to further optimize image
reconstruction algorithms.

Fig. 6 (a) An experimental diagram of imaging a superluminal propagation, showing experimental
results obtained by the (b) AL algorithm and (c) TwIST algorithm. Figures reprinted from Ref. 36.
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3.2.2 Space- and intensity-constrained reconstruction

A scheme proposed by Zhu et al. confines the search path within
certain scopes and is accordingly named the SIC reconstruction
algorithm.37 This method operates in a spatial zone M, and the
values of pixels outside of this region are set as zeros. The spa-
tial zone M is extracted from the unsheared spatiotemporally
integrated image of the dynamic scene, recorded by an external
CCD, which is similar to the hardware configuration in
Sec. 3.1.3. In addition, the values of pixels less than the intensity
threshold s, even in zoneM, are set to zero. By using the penalty
function framework, the SIC reconstruction algorithm can be
written as

min
I∈M;I>s

�
Φ½Iðx; y; tÞ�TV þ β

2
kEðx; yÞ −OIðx; y; tÞk22

�
: (16)

Here, zone M is chosen by an adaptive local thresholding algo-
rithm and a median filter. The threshold is chosen from a couple
of candidates between 0 and 0.01 times of the maximal pixel
value. The criterion for these values is the minimal root-
mean-square error between the reconstructed integrated images
obtained by the algorithm and the unsheared integrated image
obtained by the external CCD.

To demonstrate the advantages of the SIC reconstruction
method, a picosecond laser pulse propagation was captured by
a derivative of the primary CUP system, and the reconstructed
results by the unconstrained (i.e., TwIST) and constrained (i.e.,
SIC) algorithms are shown in Figs. 7(a) and 7(b), respectively.
Clearly, the SIC reconstructed image maintains sharper bounda-
ries than the TwIST reconstructed image. Moreover, the normal-
ized intensity profiles in Fig. 7(c) further show that the spatial
and temporal resolutions are simultaneously improved using the
SIC algorithm.

4 Technical Extensions of CUP
In mathematical models of CUP, CS offers a scheme that allows
the underdetermined reconstruction of sparse scenes.42 Since
CUP uses a linear and undersampled imaging system, such

a model can be flexibly extended to other systems to address
their limitations. Three representative works in recent years
are presented here to inspire researchers. The first extension,
described in Sec. 4.1, originates from the combination of
CUP and STAMP to realize ultrafast spectral–temporal photog-
raphy based on CS. Next, similar to its usage in the CUP system,
CS is introduced into microscopic systems based on electron
sources to explore ultrafast structural dynamics in a single shot,
as reviewed in Sec. 4.2. Finally, a novel all-optical ultrahigh-
speed imaging strategy that does not employ a streak camera
is described and discussed in Sec. 4.3.

4.1 Compressed Ultrafast Spectral–Temporal
Photography

As introduced in Sec. 1, both direct and computational imaging
techniques have achieved remarkable progress in recent years,
but they have seemed to develop independently and without in-
tersection. In the early 2019, Lu et al. creatively proposed a new
compressed ultrafast spectral–temporal (CUST) photography
system43 by merging the modalities of CUP and STAMP.
Combining the advantages of these two ultrafast imaging sys-
tems, the CUST system, shown schematically in Fig. 8, provides
both an ultrahigh frame rate of 3.85 Tfps and a large number of
frames. The CUST system consists of three modules: a spectral-
shaping module (SSM), a pulse-stretching module (PSM), and
a so-called “compressed camera.” In the SSM, a femtosecond
laser pulse passes through a pair of gratings and a pulse shaping
system with a 4f configuration. On the Fourier plane of the 4f
system, a slit is positioned to select a designated spectrum of
the femtosecond pulse. In the PSM, the femtosecond pulse is
stretched by another pair of gratings to generate a stretched pico-
second-chirped pulse as illumination. The “compressed camera”
is similar to that in the CUP system, but the main difference is
that the streak camera is replaced by a grating to disperse the
spatially encoded event at different wavelengths. Because the
illumination pulse is chirped linearly, it ensures a one-to-one
linear relationship between the temporal and wavelength infor-
mation. Finally, a CS algorithm is employed to reconstruct
the dynamic scene, much as in CUP. By recording ultrafast
spectrally resolved images of an object, the CUST system can
acquire 60 spectral images with a 0.25-nm spectral resolution on
approximately a picosecond timescale.

The temporal solution of the CUST technique mainly de-
pends on the chirp ability of the pulse-shaping system and
the spectral resolution of the compressed camera; therefore,
the imaging speed can be flexibly adjusted by tuning the grating
components. In comparison to STAMP, CUST offers more
frames. However, since the CUST system uses a chirped pulse
as illumination, it cannot measure a self-emitting event, such as
fluorescence, or the color of the object.

4.2 Compressed Ultrafast Electron Diffraction and
Microscopy

Understanding the origins of many ultrafast microscopic phe-
nomena requires probing technologies that provide both high
spatial and temporal resolution simultaneously. Based on the
inherent limitations of the elementary particles in the imaging
processes, photons and electrons have accounted for the most
powerful imaging tools, but the two are dissimilar in terms
of the spatial and temporal domains they can access. Photons
can be used for extremely high (up to attosecond) temporal

Fig. 7 The experimental results of imaging a picosecond laser
pulse propagation. The frame at t ¼ 170 ps is shown as recon-
structed by the (a) TwIST and (b) SIC algorithms; (c) image pro-
files along the blue lines indicated in (a) and (b). Figures reprinted
from Ref. 37.
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studies, whereas accelerated electrons excel in forming images
with the highest spatial resolution (sub-angstrom) achieved so
far. In recent decades, many researchers have focused on merg-
ing conventional electron diffraction and microscopy systems
with ultrafast lasers, and a variety of structurally related dynam-
ics have been explored. Unfortunately, these systems still suffer
from the limitations of multiple-shot measurements and syn-
chronization-induced timing jitter.

To overcome the limitations in this research field, solutions
have been proposed based on the methodology of CUP. Qi et al.
proposed a new theoretical design, named compressed ultrafast
electron diffraction imaging (CUEDI),44 which, for the first
time, subtly combines an ultrafast electron diffraction (UED)
system with the CUP modality. As shown in Fig. 9(a), by uti-
lizing a long-pulsed laser to generate the probe electron source
and inserting an electron encoder between the sample and the

Fig. 8 A schematic diagram of the CUST technique. Figure reprinted with permission fromRef. 43.

Fig. 9 The theoretical designs of (a) CUEDI, (b) CUTEM, and (c) dual-shearing CUTEM. Figures
reprinted from Refs. 44 and 45.
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streak electric field, CUEDI completes the measurement in a
single-shot, which eliminates the relative time jitter between
the pump and probe beams. In addition, Liu et al. in 2019 added
CS to a laser-assisted transmission electron microscopy (TEM)
setup to create two related novel schemes, named single-shear-
ing compressed ultrafast TEM (CUTEM) and dual-shearing
CUTEM (DS-CUTEM),45 which are shown in Figs. 9(b) and
9(c), respectively. In each scheme, the projected transient scene
experiences encoding and shearing before reaching the detector
array. However, an additional pair of shearing electrodes is in-
serted before the encoding mask in the DS-CUTEM scheme,
which is used to shear the dynamic scene in advance, and thus
a more incoherent measurement matrix is generated by the en-
coding mask. Therefore, the mutual coherence of the scene in
DS-CUTEM is even smaller than that in CUTEM. Based on
these analytical models and simulated results, single-shot ultra-
fast electronic microscopy with subnanosecond temporal reso-
lution could be realized by integrating CS-aided ultrafast
imaging modalities with laser-assisted TEM.

4.3 Compressed Optical-Streaking Ultrahigh-Speed
Photography

Because a streak camera is used in previous CUP systems,
photon–electron–photon conversion cannot be avoided, thus
deteriorating the reconstructed image quality in each frame.
To overcome this limitation, Liu et al. in 2019 developed sin-
gle-shot compressed optical-streaking ultrahigh-speed photog-
raphy (COSUP),46 which is a passive-detection computational
imaging modality with a 2-D imaging speed of 1.5 million fps
(Mfps), a sequence depth of 500, and a pixel count of 1000 ×
500 per frame. In the COSUP system, the temporal shearing
device is a galvanometer scanner (GS), not a streak camera.
As shown in Fig. 10, the GS is placed at the Fourier plane
of the 4f system, and, according to the arrival time, it temporally
shears the spatially encoded frames linearly to different spatial
locations along the x-axis of the camera. Moreover, COSUP and
CUP share the same mathematical model.

Compared with CUP, the temporal resolution of the COSUP
system is much lower since it is currently limited by the linear
rotation voltage of the GS. However, because COSUP avoids
the electronic process in a streak camera, its spatial resolution
is over 20 times higher. Importantly, the ingenious design of

optical streaking provides a new approach for improving the
spatial resolution of CUP-like systems, for example, with opti-
cal Kerr effect gates and Pockels effect gates. Moreover, because
of the simplification of components in COSUP, it provides
a cost-effective alternative way to perform ultrahigh-speed im-
aging. For the future, a slower COSUP system combined with
a microscope holds great potential to enable such bioimaging
feats as high-sensitivity optical neuroimaging of action potential
propagation and using nanoparticles for wide-field temperature
sensing in tissue.47–49

5 Applications of CUP
As explained in the previous sections, by synergizing CS and
streak imaging, the CUP technique can realize single-shot ultra-
fast optical imaging in receive-only mode. In recent years, mani-
fold improvements in this technique have enabled the direct
measurement of many complex phenomena and processes that
were formerly inaccessible to ultrafast optics. Several represen-
tative areas of investigation are reviewed in this section, includ-
ing capturing the flight of photons, imaging at high speed in
3-D, recording the spatiotemporal evolution of ultrashort pulses,
and enhancing image information security.

5.1 Capturing Flying Photons

The capture of light during its propagation is a touchstone for
ultrafast optical imaging techniques, and a variety of schemes
have been proposed to accomplish it, including CUP. Using
the first-generation CUP system described in Sec. 2, Gao et al.
demonstrated the basic principles of light propagation by imag-
ing laser pulses reflecting, refracting, and racing in different me-
dia in real time for the first time. Further, they modified the setup
with a dichroic filter design to develop the spectrally resolvable
CUP shown in Fig. 11(a) and successfully recorded the pulsed-
laser-pumped fluorescence emission process of rhodamine.19

These results are shown in Fig. 11(b). With the creation of
LLE-CUP, described in detail in Sec. 3.1.2, Liang et al. recorded
a photonic Mach cone propagating in scattering material for the
first time,33 presenting the formation and propagation images
shown in Fig. 11(c). The experimental results are in excellent
agreement with theoretical predictions by time-resolved Monte
Carlo simulation.50–52 In addition, although the propagation of
photonic Mach cones had been previously observed via pump-
probe methods,53,54 this was the first time that a single-shot, real-
time observation of traveling photonic Mach cones induced by
scattering was achieved. By capturing light propagation in scat-
tering media in real-time, CUP demonstrated great promise for
advancing biomedical instrumentation for imaging scattering
dynamics.55–57

5.2 Recording Three-Dimensional Objects

3-D imaging is used in many applications,58–67 and numerous
techniques have been developed, including structured illumina-
tion,68,69 holography,70 streak imaging,71,72 integral imaging,73

multiple camera or multiple single-pixel detector photogram-
metry,74,75 and time-of-flight (ToF) detection based on kinect
sensors76 and single-photon avalanche diodes.77,78 Recently,
these 3-D imaging techniques have been increasingly chal-
lenged to capture information fast.

ToF detection is a common method of 3-D imaging that is
based on collecting scattered photons from multiple shots of

Fig. 10 The experimental setup of COSUP. Figure reprinted
from Ref. 46.
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objects carrying a variety of tags. Although it offers high detec-
tion sensitivity, multiple-shot acquisition still falls short in im-
aging fast-moving 3-D objects. To overcome this difficulty,
single-shot ToF detection approaches have been developed.79–84

However, within the limited imaging speeds of CMOS cameras
and the illuminating pulse widths, 3-D imaging speeds have
been limited to ∼30 Hz, with a depth resolution of ∼10 cm.
Liang et al. developed a new 3-D imaging system, named
ToF-CUP,35 that satisfied the single-shot requirement in ToF de-
tection using a CUP device. In the ToF-CUP system, the CUP
camera detects the photons backscattered from a 3-D object
illuminated by a laser pulse. By calculating the times of the
round-trip ToF signals between the illuminated surface and de-
tector, the relative depths of the light incidence points on the
object’s surface can be recovered. The experimental results for
two static models and a dynamic two-ball rotation are shown in
Fig. 12. Especially in dynamic detection, the ToF-CUP system
captured the rotation of this two-ball system by sequentially ac-
quiring images at a speed of 75 volumes per second. Each image
was reconstructed to a 3-D ðx; y; zÞ datacube, and these data-
cubes were further formed into a time-lapse four-dimensional
ðx; y; z; tÞ datacube.

The ToF-CUP system is an ingenious variation of the CUP
system and exhibits markedly superior performance in imaging
speed (75 Hz) and depth resolution (10 mm) for single-shot
3-D imaging. It is believed that the superiority of CUP can ef-
fectively advance existing 3-D imaging technologies beyond
present bottlenecks. Based on ToF-CUP, more 3-D CUP
systems will be proposed in the future, such as combining a
CUP camera with a structured illumination system or a holo-
graphic system. Given the ability of ToF-CUP in 3-D imaging,

it is promising to be widely used in bioimaging, remote sensing,
machine vision, and so on.

5.3 Measuring the Spatiotemporal Intensity of Ultrashort
Laser Pulses

The spatiotemporal measurement of ultrashort laser pulses pro-
vides important reference values for studies in ultrafast physics,
such as explorations of second harmonic generation. In studying
such physical processes, the characteristics of an ultrashort
laser pulse are quite important, including its frequency informa-
tion, temporal information, spatial information, and their
interrelationship. However, most technologies for laser pulse
measurement provide only temporal intensity information
without spatial resolution, including optical autocorrelators,
devices using spectral phase interferometry for direct electric-
field reconstruction,85 and frequency-resolved optical gating
devices.86 Since these mainstream techniques are generally lim-
ited by direct integration over the transverse coordinates, they
can obtain only the temporal information of ultrashort laser
pulses.

To extend the information that can be achieved from one
image, the CUP technique was employed to simultaneously
explore the spatiotemporal information of laser pulses with
multiple wavelength components.87 A Ti:sapphire regenerative
amplifier and a barium borate crystal were used to generate
picosecond laser pulses with a fundamental central wavelength
of 800 nm and second harmonics of 400 nm. Consequently, the
spatiotemporal intensity evolution of the generated dual-color
picosecond laser field was obtained as shown in Fig. 13(a).
Clearly, CUP precisely obtained not only the pulse durations

Fig. 11 (a) Spectral separation unit of the dual-color CUP system; (b) an ultrafast laser-induced
fluorescence process revealed by dual-color CUP; (c) the photonic Mach cone dynamics obtained
by LLE-CUP. Figures reprinted from Refs. 19 and 33.
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and spatial evolution of subpulses but also the time delay be-
tween them.

In a related effort, Liang et al. utilized the T-CUP system
introduced in Sec. 3.1.3 to realize real-time, ultrafast, passive

imaging of temporal focusing.34 There are two major features
in temporal focusing: the shortest pulse width locates at the
focal plane of the lens88 and the angular dispersion of the grat-
ing induces a pulse front tilt.89 To observe the phenomenon

Fig. 12 3-D images of (a) static targets and (b) two-ball rotation, obtained by CUP. Figures re-
printed from Ref. 35.

Fig. 13 Spatiotemporal evolutions of (a) a dual-color picosecond laser field and (b) the temporal
focusing of a femtosecond laser pulse. Figures reprinted from Refs. 34 and 87.
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experimentally, a typical temporal focusing scenario of a femto-
second laser pulse was generated with a diffractive grating and a
4f imaging system. Actually, the pulse front tilt in this experi-
ment was determined by the overall magnification ratio of the
4f system, the central wavelength of the ultrashort pulse, and
the grating period.90,91 From the front-view and side-view detec-
tions, the T-CUP system respectively recorded the impingement
of the tilted laser pulse front sweeping along the y-axis of the
temporal focusing plane and the full evolution of the pulse
propagation across this focusing plane, as shown in Fig. 13(b).

Compared with other single-shot ultrafast imaging tech-
niques,16–18, 92–96 it is obvious that T-CUP is currently the only
technology capable of observing temporal focusing in real
time. Unlike STRIPED FISH,97 CUP avoids the need for a
reference laser pulse, which provides a simpler measurement
system. Moreover, based on the spectral response of the streak
camera, CUP can measure laser fields with multiple wavelengths
covering a wide spectral range. Thus, CUP clearly reveals the
complex evolutions of ultrafast dynamics, paving the way for
single-shot characterization of ultrashort laser fields in different
circumstances.

5.4 Protecting Image Information Security

Information and communication security are critical for national
security, enterprise operations, and personal privacy, but the
advent of supercomputers and future quantum computers
has made it much easier to attack digital information in reposi-
tories and in transmission. Recently, a quantum key distribu-
tion (QKD) cryptographic technique was developed to protect
information and communication security,98 and a series of stud-
ies have demonstrated that this cryptographic technique can
maintain security in a variety of research fields.99–103 In contrast
to traditional public-key cryptography methods, such as ellip-
tic curve cryptography, the digital signature algorithm, and
the advanced encryption standard, a QKD system uses quan-
tum mechanics to guarantee secure communication by ena-
bling two parties to produce a shared random secret key
known only to them.98,104,105 However, the relatively low-key gen-
eration rate of QKD greatly limits the information transmission
bandwidth.106

To improve this limitation, Yang et al. developed a new
hybrid classical-quantum cryptographic scheme by combining
QKD and a CS algorithm that improves the information trans-
mission bandwidth.107 This approach employs the mathematical
model of CUP in Fig. 2, where the quantum keys generated by
QKD were used to encrypt and decrypt compressed 3-D image
information, and a CS theory was utilized to encode and decode
ciphertext. As shown in Fig. 14, the quantum key generated

by the QKD system is transmitted by the quantum channel,
whereas the ciphertext encoded by the CS algorithm is transmit-
ted by the classical channel. Because a CS algorithm is a non-
deterministic polynomial hard (NP-hard) problem and this
approach is looking for an approximate solution, the CS-QKD
system can obtain higher encryption efficiency under low key
generation rate conditions. Based on analyses of the normalized
correlation coefficient in several attack trials, the CS-QKD
scheme has been proven to effectively improve the information
transmission bandwidth by a factor of approximately three and
to ensure secure communication at a random code error rate of
3% and interception rate of ∼19.5%. This scheme improves the
information transmission bandwidth of both the quantum and
classical channels. Meanwhile, it enables evaluating the infor-
mation and communication security in real time by monitoring
the QKD system. Overall, this interdisciplinary study could ad-
vance the hybrid classical-quantum cryptographic technique to
a new level and find practical applications in information and
communication security.

6 Conclusions and Prospects
In this mini-review, we have focused on recent advances in CUP.
In the evolution from its first implementations to current sys-
tems that can capture ultrafast optical events at imaging speeds
as high as 10 Tfps, CUP has achieved an unprecedented ability
to visualize irreversible transient phenomena with single-shot
detection. In addition, a variety of technical improvements in
both data acquisition and image reconstruction have strength-
ened the capabilities of this technique. Furthermore, by extend-
ing the CS model to existing methods such as STAMP, UED/
UEM, and QKD, the CUP modality has shown multiple pos-
sibilities for fusion with other techniques to achieve remarkable
improvements.

In just a few years, CUP has achieved the highest sequence
depth and a rather high imaging speed among various single-
shot ultrafast imaging techniques, but it still lags in spatial res-
olution or pixel counts per frame. To address this shortcoming,
an all-optical design such as COSUP, a multiple-channel design
such as LLE-CUP or multiencoding CUP, and a code optimiza-
tion design such as a GA-assisted approach can be pursued.
Inspired by these strategies, other schemes could be developed.
For example, by combining an electro-optical deflector with the
deflection angle acceleration technique, an all-optical design has
a great chance to push the imaging speed beyond 100 billion fps.
In addition, a spectrally resolved CUP scheme capable of
resolving transient temporal–spatial–spectral information
simultaneously can be realized by inserting spectral elements
into current CUP systems. With regard to improving image
quality, increasingly accurate and intelligent reconstruction al-
gorithms are considered of great importance. Recently, with
the continuous maturity of deep learning in artificial intelli-
gence, this technology has been utilized in computational im-
aging methods, such as super-resolution imaging,108,109 lensless
imaging,110,111 and ghost imaging.112 It will be a significant
step forward when deep learning is employed with CUP to
recover an event precisely and reliably. In addition, the do-
mains in which the scene possesses higher sparsity can be
explored to further improve the efficiency and robustness of
this technique. There is every reason to expect further progress
and additional applications of this rising methodology in the
future.

Fig. 14 A schematic diagram of the experimental design of com-
pressed 3-D image information secure communication. Figure
reprinted from Ref. 107.
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